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Abstract

Background: Even before the onset of the COVID-19 pandemic, children and adolescents were experiencing a mental health
crisis, partly due to a lack of quality mental health services. The rate of suicide for Black youth has increased by 80%. By 2025,
the health care system will be short of 225,000 therapists, further exacerbating the current crisis. Therefore, it is of utmost
importance for providers, schools, youth mental health, and pediatric medical providers to integrate innovation in digital mental
health to identify problems proactively and rapidly for effective collaboration with other health care providers. Such approaches
can help identify robust, reproducible, and generalizable predictors and digital biomarkers of treatment response in psychiatry.
Among the multitude of digital innovations to identify a biomarker for psychiatric diseases currently, as part of the macrolevel
digital health transformation, speech stands out as an attractive candidate with features such as affordability, noninvasive, and
nonintrusive.

Objective: The protocol aims to develop speech-emotion recognition algorithms leveraging artificial intelligence/machine
learning, which can establish a link between trauma, stress, and voice types, including disrupting speech-based characteristics,
and detect clinically relevant emotional distress and functional impairments in children and adolescents.

Methods: Informed by theoretical foundations (the Theory of Psychological Trauma Biomarkers and Archetypal Voice
Categories), we developed our methodology to focus on 5 emotions: anger, happiness, fear, neutral, and sadness. Participants
will be recruited from 2 local mental health centers that serve urban youths. Speech samples, along with responses to the Symptom
and Functioning Severity Scale, Patient Health Questionnaire 9, and Adverse Childhood Experiences scales, will be collected
using an Android mobile app. Our model development pipeline is informed by Gaussian mixture model (GMM), recurrent neural
network, and long short-term memory.

Results: We tested our model with a public data set. The GMM with 128 clusters showed an evenly distributed accuracy across
all 5 emotions. Using utterance-level features, GMM achieved an accuracy of 79.15% overall, while frame selection increased
accuracy to 85.35%. This demonstrates that GMM is a robust model for emotion classification of all 5 emotions and that emotion
frame selection enhances accuracy, which is significant for scientific evaluation. Recruitment and data collection for the study
were initiated in August 2021 and are currently underway. The study results are likely to be available and published in 2024.

Conclusions: This study contributes to the literature as it addresses the need for speech-focused digital health tools to detect
clinically relevant emotional distress and functional impairments in children and adolescents. The preliminary results show that
our algorithm has the potential to improve outcomes. The findings will contribute to the broader digital health transformation.
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Introduction

Background
The increase in the rates of mental health problems among the
pediatric population predates COVID-19. According to the
Substance Abuse and Mental Health Services Administration
and US Department of Health and Human Services Centers for
Disease Control and Prevention [1]:

Between 2016 and 2020, the number of children ages
3-17 years diagnosed with anxiety grew by 29% and
those with depression by 27%. In 2020, suicide was
the second leading cause of death for young people
aged 10-14 and 25-34, and among the top 9 leading
causes of death for people ages 10-64.

There has been an increase in suicide rates among children and
adolescents [2], especially in low-income communities [3]. The
meta-analysis of 29 studies with a total of more than 80,000
participants indicated an increase in emergency room visits by
22.3% and reported that 1 out of every 4 adolescents is
experiencing clinically relevant depressive and anxiety
symptoms, which was double the rate of prepandemic levels
[4].

The need to focus on young people is partly related to the onset
of mental disorders, which usually starts during a person’s early
developmental stages, and almost half of all mental health
conditions are present before 14 years of age. Trauma plays a
role in more than three-quarters of youth experiencing mental
health disorders [5]. The early onset of the disease for Black,
Indigenous, people of color, and other marginalized communities
is related to the high rate of the experience of trauma, which is
generational, and partly due to a history of discrimination,
poverty, and poor access to quality mental health care. One way
to account for the incidents and the severity of trauma is the use
of Adverse Childhood Experiences (ACE). ACE scores tend to
be higher for families from lower socioeconomic status [6].
ACE identifies a more expensive account of trauma, including
the role of divorce and parental incarceration, and substance
abuse. ACE score of 4 or more is likely related to symptoms of
trauma, including aggression, self-harm behavior, posttraumatic
arousal, and inattention, as well as neurobiological,
developmental, and social delays [7]. Consequences across the
lifespan include disrupted neurodevelopment and socioemotional
and cognitive impairment. ACE also exacerbates the chances
of future drug abuse, poor physical health, and early chronic
disease, disability, and mortality [8].

The current behavioral health care system is falling short in
addressing the crisis in the mental health needs of children and
adolescents. In addition to the shortage of health care providers,
the accurate diagnosis of mental disorders by humans requires
extensive training, experience, and resources. Therefore,
low-resourced communities have been experiencing a severe

lack of experienced mental health providers, while the need for
mental health services and the severity of patients remains
disproportionately high. There is a need for technology-based
and accessible tools for early intervention mechanisms for
emotional distress in children and adolescents [9]. As a marker
of emotional distress, speech or voice indicators have been used
to understand the state of the mood and condition in health care
[10]. Previous studies have already underlined the value of
speech-based detection mechanisms in mental health. In earlier
works, Scherer et al [11] followed 379 patients. They found
that acoustic and linguistic measurements from voice samples
achieved 85%-93% accuracy in classifying patients as suicidal,
mentally ill but not suicidal, or neither. Mota et al [12] used a
2- to 5-minute free speech session and voice analysis method
to predict (with 100% accuracy) whether an individual is at risk
of first-episode depression. These examples and literature show
the potential of speech analysis in detecting psychological
distress and mental health issues [13-15]. Speech-based digital
health technologies can assist health care providers in identifying
children in need and aid in the delivery of appropriate and timely
services to families in the community [16]. Specifically, such
mechanisms can be used for early intervention, which can delay
the onset and reduce the probability of developing the disorder
[17]. Such prevention and mental health interventions can divert
this population from future mental health issues and other
high-risk behaviors [18].

In this study, we aim to develop and test a speech analysis
algorithm to detect clinically relevant emotional distress and
functional impairments in children and adolescents with
diagnosable mental health disorders.

Theoretical Background

Archetypal Voice Categories
A significant problem for identifying speech emotions is the
need to classify a collection of appropriate emotions to be
identified as automatic emotion recognizers. Linguists have
identified inventories of the emotional states that are occurring
the most in our lives [19]. Several scholars agree with the
“palette principle,” which states that any emotion can be broken
down into primary emotions, such as how each color is a mixture
of simple colors. In this framework, the primary emotions are
anger, happiness, fear, neutral, and sadness. These are the most
visible and distinct feelings in our lives, and therefore, these
emotions are called archetypal [20]. Given the role of emotions
in human communication and decision-making, intelligent
human-machine interfaces must respond appropriately to human
emotions [20].

Automated emotion recognizers can be seen as devices assigning
emotional states to category labels. The detection and
identification of emotions in speech involve not only signal
processing and interpretation methods but also psychological,
linguistic, and emotional interpretation [20]. As a result of the
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rich voice data that can be identified, the focus on archetypal
emotions—anger, happiness, fear, neutral, and sadness—is
usually justified as a way of making finer distinctions [21]. On
this premise, 2 forms of knowledge are included in the
communication structure of human speech. The first type is
more direct and communicates using spoken sentences. The
second type is more passive and uses implicit, nonverbal signals
to convey the message. We focus on understanding negative
and nonnegative emotions from implicit and nondirect voice
signals. This form of communication represents emotional
distress and can help identify human emotions at a deeper level.

Theory of Psychological Trauma Biomarkers in Speech
Among all the biomarkers under development, speech stands
out as an attractive candidate because it is affordable,
noninvasive, and nonintrusive. Speech has the potential for
applicability to a cohort of patients with various emotional or
behavioral disorders from multiple cultural and linguistic
backgrounds [20]. This capability is achieved by selecting only
prosodic and acoustic features commonly existing in human
speech and using them for predicting everyone's emotional
distress and negative emotion [19]. This speech clustering
emotion is assisted initially by traditional clinical diagnosis and
at least 3 scientifically validated surveys: ACE, Patient Health
Questionnaire 9 (PHQ-9), and Symptom and Functioning
Severity Scale (SFSS) [22].

The link between trauma or stress and voice types is related to
changes in the autonomic nervous system, including the
disruption of speech-based characteristics partly due to muscle
tensions. For example, evidence points to a connection between
neural activity in the gamma-aminobutyric acid neurotransmitter,
susceptibility to depression, and changes in muscle tonality
[23]. Changes related to muscle tonality produce distinct
utterances, thereby indicating the presence of negative mood
or depressive symptoms [24]. Additionally, emotional states
have a temporal structure. For example, people with bipolar
depression or chronic anxiety may be in intense emotional states
for months or years or have negative emotions for weeks [25].
On the other hand, emotions such as anger and excitement may
be transient and last only for a few minutes. Emotions, therefore,
have a broad meaning and a narrow sense. Overall, meaning
reflects the long-term emotions underlying it, and the narrow
sense applies to the mental stimulation that motivates people
to behave in the short term [26]. To correctly identify the level
of emotional distress, the algorithm needs to identify the
underlying emotions of the behavioral/emotional disorder
severity.

Methods

Participants
Participants are recruited from 2 mental health care centers that
focused primarily on children and adolescents from low-income
communities. The participants receive mental health services
paid for by Medicaid, the Children’s Health Institute Program,
and the Department of Children and Family Services. The

participants are children aged 5-18 years and those who have
been referred for behavioral health services through schools,
DJJ, and child protective agencies.

Ethical Considerations
The study received ethical board approval for a multisite pilot
involving children and adolescents. We will receive written and
informed consent from participants. The activities for patients
enrolled in the study include data collected using multiple
surveys and a voice sample. The surveys include structured and
unstructured voice samples based on a reading selected by the
research team. All the study contents are approved by the ethical
board.

Data Collection
Using a software application, we use the TQI app [27] to collect
voice samples from youth receiving mental health and family
preservation services at the point of care. The app and data
collection process include the concurrent administration of a
scientifically validated, SFSS [28]. The patient's emotional
disorder severity is confirmed based on the scores of the SFSS,
ACE, and PHQ-9, as well as the patient’s diagnosis and other
clinical information from the patient's treatment history. For
every voice sample collected, the pilot has a diagnosis or
multiple, current procedural terminology code, and the
therapist’s clinical input. These data serve to categorize voice
sample data into distinct categories and train voice-based
machine learning (ML) algorithms to distinguish children in
need and at high risk. The innovation is focused on families
with low socioeconomic status, in whom ACE are common.

Data are collected by trained therapists (n=15). An Android
mobile app is used to collect speech samples, SFSS, PHQ-9,
and ACE scale responses. Each therapist receives a 5-hour
in-person training about app installation and access, data (SFSS,
voice sample) collection using the app, compliance and
parameters, the process of the reward program, communication,
and real-time technical support. Data are collected from patients
every week as part of the mental health or other family-based
intervention visits. Visits occur in a suitable (private) location
at home (including foster and group homes) or school as part
of a state’s commitment to access services. Data are collected
virtually as part of the shift in services secondary to the
COVID-19 pandemic. Initially, identified target patient group
demographics are shared in Table 1.

Voice samples are collected using the TQI app. To elicit speech
for recording and analysis, patients are asked to choose from a
subset of readings. Patients’ reading is recorded for up to 90
seconds—a clock feature in the app signals when the time is
up. Voice samples are stored in a separate deidentified database
that will allow 3 to 4 psychologists to label the voice sample
independently. SFSS, PHQ-9, and ACE responses are collected
using the same app. The app scores the surveys immediately
and makes the results available to the therapist to share with
their patients if it is clinically appropriate; the availability of
the data in real time is intended to close the gap in transparency,
accountability, and family engagement.
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Table 1. Identified target patient group demographics.

Values (N=420), n (%)Characteristics

Gender

136 (32)Female

147 (35)Male

137 (33)No gender disclosed

Ethnicity

115 (27)Hispanic

66 (16)Caucasian

93 (22)Black

2 (0.5)Asian

144 (34)No ethnicity disclosed

Data Processing

Data Preparation
Preprocessing speech samples, that is, segregating the voiced
region from the silent and unvoiced portion of an utterance, is
a crucial step in developing reliable voice analysis. Most of the
speech-specific attributes are present in the voiced part of
speech, and our algorithm learns emotion only based on the
voiced portion as opposed to the whole segment. To extract the
active voice from our samples, an open-source voice activity
detection (VAD) algorithm called “WebRTC VAD” [29] is used
in preprocessing. WebRTC VAD is a power-based VAD
algorithm that extracts the features such as spectral energy and
zero crossing rate during a short time frame of 30 milliseconds
and feeds them into a decision tree trained by a large voice data
set to decide the voice activity. As the clinical data collected
from the app contains different levels of noise, we chose a high
aggressiveness for our VAD in order to clean the data into
voiced utterances.

Feature Extraction
Feature analysis is made by applying a shifting Hamming
window of 25.6-minute length frames of the speech signal.
Within each frame, the signal is approximately stationary. We
then estimate the spectrum by calculating the discrete Fourier
transform for each segment with N-point FFT (Fast Fourier
transform) of 256 samples. For each analysis frame, we extract
time domain feature, spectral features, and Mel-frequency
cepstrum coefficient.

The time domain features extracted are zero crossing rate,
energy, and entropy. Pitch and energy information are the most
prominent features, as they can identify emotion based on the
tension of vocal folds and subglottal air pressure. The time
elapsed between 2 successive vocal fold openings is called a
pitch period, while the vibration rate of the vocal folds is the
fundamental frequency. Smaller pitch periods, that is, higher
velocities of airflow, are associated with emotions like
happiness, while longer pitch periods are linked to harsher
emotions like anger. The spectral features extracted are entropy,
spread, flux, and roll-off. The alterations in estimations of
spectral spread over the frequency range and entropy in speech

have been proven to be strongly linked to the diagnoses of
clinical depression [30].

The Mel-frequency cepstrum coefficient extracted from the
speech is a representation of linear cosine transform of a
short-term log power spectrum of the speech signal on a
nonlinear Mel scale of frequency. The incorporation of these
coefficients in the feature vector is useful in the identification
of paralinguistic content in speech. This extraction is of the type
where all the characteristics of the speech signal are concentrated
on the first few coefficients. A probability model algorithm is
used to classify speech and to derive a prediction of the
speaker’s emotions.

Emotional Frame Selection
Feature extraction procedures produce a quantified collection
of attributes. However, emotion recognition is still challenging
as we do not understand the correlation between certain features
and certain emotions. To better analyze and understand the
correlation, we use a Gaussian mixture model (GMM) to
perform frame selections. The key intuition is that emotions are
usually more concentrated on certain words. While we are not
studying emotion from a semantics perspective, it does help us
to locate emotionally rich frames and study their features.

We perform GMM clustering on frame features in an utterance.
The cluster means are visualized with multidimensional scaling,
projecting the Euclidean distance between all clusters onto 2D
map. We repeat the process for all emotion categories except
neutral. Drawing inspiration from intuition, we deem frames
close to the origin on the projection map to be less discriminative
and frames on the outer ring to be more discriminative. By using
the selected frames, inputs become more condensed hence
boosting the classification accuracy.

Machine Learning Models

Gaussian Mixture Model
Our first model takes an unsupervised parametric clustering
approach. The GMM is a parametric probability density function
consisting of several single Gaussian distributions [31]. It is an
unsupervised soft clustering technique that is widely used for
speech and speaker classification, audio classification, audio
segmentation, and so forth. A GMM approach was used, where
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speech emotions were modeled as a mixture of Gaussian
densities. The model is parameterized by 2 types of values: the
mixture component weights and the component mean and
variances or covariances. For a model with K components, the
kth component has a mean vector of length k and k × k
dimensional covariance matrix. The mixture component weights
are defined such that the total probability distribution normalizes
to 1. If the component weights are not learned, they are viewed
as an a priori distribution over components. If they are learned,
they are the a posteriori estimates of the component probabilities
given the data.

In the first step (expectation or E), the expectation of the
component assignments for each data point is calculated. In the
second step (maximization or M), the expectations calculated
in the E step are maximized. This iterative process repeats until
the algorithm converges, giving a maximum likelihood estimate.
Alternating between which values are assumed fixed or known,
maximum likelihood estimates of the nonfixed values can be
calculated efficiently.

To ensure GMM’s performance, we extract features from audio
samples that have a satisfying discriminate capacity. We apply
Fisher discriminant ratio [32] for the feature selection process.
Fisher discriminant ratio is a significant measure for features
to be used in classification. For our task, Fisher discriminant
ratio indicates how separable the clusters for different emotions
are. The top features include energy below 250 Hz, median and
minimum of F1 formant frequency, a median of F0 formant
frequency, and the variation of the duration of energy plateaus
(represents speech rate). Other features used in our analysis
include linear predictive coding coefficients and Mel-frequency
cepstrum coefficients. Linear predictive coding coefficients is
a robust, reliable, and accurate linear representation of speech
that takes into consideration the vocal tract and glottal pulse
characteristics of voiced speech [33]. Mel-frequency cepstrum
coefficients is extracted on a nonlinear scale of frequencies that
are altered to closely resemble human hearing capabilities [34].
As we are aiming at children's stress detection with varying age
differences across all children patients, it is important to note
the difference in the vocal cord between gender and age groups.

There are 2 general approaches for GMM parameter estimation
methods: the maximum likelihood approach and
expectation-maximization (EM) estimation [35]. The ML
method constructs a most likely model to fit for all of the current
observations. Since there is no way to ensure unbiased data
collection regarding mental health, the ML method poses an
unrealistic assumption on the data set. Comparatively, EM is a
far superior method to cope with this so-called missing data
problem, where we assume only a subset of the features is
observed. The EM algorithm consists of 2 iterative steps.
Expectation or the E-step made an initial guess for the model
parameter concerning missing data, using current estimates,
and conditioned upon observed data. The maximization (M-step)
then provides a new estimate increasing the above expectation.

The entire iterative process repeats until the algorithm
converges, giving a maximum likelihood estimate. Intuitively,
the algorithm works because knowing the component assignment
Ck for each xi makes solving for model parameters easy while

knowing the model parameters and makes inferring the
probability of point xi belonging to component Ck easy. The
expectation step corresponds to the latter case, while the
maximization step corresponds to the former. Thus, alternating
between which values are assumed fixed or known, maximum
likelihood estimates of the nonfixed values can be calculated
efficiently.

Recurrent Neural Network and Long Short-Term
Memory
Our second model takes on a different approach to learning,
where it employs a supervised learning scheme. The primary
motivation for using a recurrent neural network is the idea that
they can connect previous information to the present, such as
using features extracted from previous frames of the signal to
understand the present frame [30]. A long short-term memory
network is a special kind of recurrent neural network (RNN)
capable of learning long-term dependencies. It uses memory
cells and gates to control whether the information is memorized,
output, or forgotten [30]. The gating mechanism is used to
control information flow by pointwise multiplication. There is
a cell to memorize information within the unit. The long
short-term memory (LSTM) incorporates cell states at several
different time points prior to the current frame using a linear
combination, which is computed using an attention mechanism
where the weights of data points are learned. This configuration
implies an assumption that the current state depends on the state
of the previous time step. Thus, emotion patterns are learned
by not only correlating the features to the labels independently
but also taking the change in features in time into consideration.

Recurrent neural network is a potent tool to extract features in
speech recognition, audio scene detection, and so forth. Unlike
artificial neural networks, RNN forms a directional graph along
a temporal sequence, which registers temporal information
throughout the learning process. RNN has proven to be
extremely powerful in speech- or audio-related tasks
[20,21,23,24] due to the temporal nature of speech. Emotion
poses a similar temporal feature to speech, so we wish to create
an RNN-based neural network for our task. There has been some
research using RNN/LSTM networks for emotion classification.
LSTM units are capable of learning long-term dependencies
and avoid vanishing gradient problems. With more and more
clinical data flooding our database, we are quite positive about
what RNN can achieve for our task.

Results

Overview
The institutional review board approved the study in July 2021.
Recruitment and data collection for the study were initiated in
August 2021 and are currently underway. The study results are
likely to be available and published in 2024.

Testing With a Public Data Set
The proposed models are first trained and tested on large public
voice data sets to validate the model’s ability of emotion
classification. These data sets are the Toronto emotion speech
set, Ryerson audio-visual database of emotional speech and
song, and Surrey audio-visual expressed emotion, which have
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simulated emotions provided by professional actors [36]. The
voice samples are split into training and testing sets, with a ratio
of 85:15 for each of the 5 emotions. The models are trained
both with utterance level features and with emotion frame
selection to demonstrate the effectiveness.

Based on the results (Table 2), GMM with 128 clusters shows
an evenly distributed accuracy across 5 emotions. With utterance
level features, GMM achieves an accuracy of 79.15% in total

and with frame selection of 85.35%. This demonstrates that
GMM is a robust model for emotion classification of all 5
emotions, and emotion frame selection enhances the accuracy
of all emotions, which is significant for scientific evaluation.
The RNN-LSTM model also shows an evenly distributed
accuracy over the emotions, with 79.6% overall accuracy on
utterance level and 86% overall accuracy on emotional frames.
With emotion frame selection, accuracy on emotions is enhanced
but for fear.

Table 2. Accuracy testing results (%) for emotions with the public data set.

RNN frame selection (%)RNNb utterance (%)GMM frame selection (%)GMMa utterance (%)Emotions

878689.9781.68Neutral

887682.5075.77Happy

887380.1073.61Sad

968487.2782.52Angry

717985.8981.6Fear

868085.3579.15Overall

aGMM: Gaussian mixture model.
bRNN: recurrent neural network.

Clinical Data
During this study, we plan to collect and test our model with a
clinical data set. Due to the potential variance of the sample
size of available clinical data and the richness of emotions that
may differ in the pediatric population, training with clinical data
is necessary with GMM. For the public data set, our models
yield unbiased classification accuracy across all emotion
categories. GMM and RNN results are on par, and both could
take advantage of the frame selection process to boost accuracy
by 6.2% and 6.4%, respectively. Yet, GMM and RNN-LSTM
approaches traditionally require a large amount of training data
to achieve the best results. Therefore, the clinical data set is
aimed to be diverse and large enough to meet the requirement
for the training data set. Nevertheless, the results show that our
approach is effective for adult human emotion recognition.

For the clinic data set, the performance drop in children’s
emotion recognition is expected, especially for the data trained
on adult speech and tested on children's speech. It may
demonstrate the difference between adults’ and children’s vocal
quality. For models trained on clinical data sets, the performance
depends on data sample size and quality. In addition, children's
voice quality between 6 and 18 years of age is different across
gender as well as age groups. It indicates that the training data
set is required to be clustered into separate groups. Another
parameter to consider is the natural bias in the data set. Since
voice samples are collected from patients, they could be biased
toward negative emotions, especially fear, anger, and sad
categories.

Discussion

Principal Findings
Our study aims to develop and test a speech analysis algorithm
to detect clinically relevant emotional distress and functional
impairments in children and adolescents with diagnosable mental
health disorders. More specifically, the study proposal focused
on developing an ML model for a feature extraction that is used
for discriminating clinically relevant emotions from speech
utterances. The ML model we built also achieved its goal of
emotion classification and frame selection for pediatric patients
with mental health disorders.

The clinical voice samples provided a wealth of information
that can indicate mental status and overall emotional functioning
[10], and our study is building on top of earlier evidence on
predicting mental conditions [11], including depression and
emotional distress [13-15]. Therefore, we anticipate that our
study findings will contribute to the literature in terms of
understanding the current landscape and building evidence to
develop an automated speech analysis algorithm to detect
emotional distress and functional impairment.

Even though the study data collection is ongoing, preliminary
testing with a public data set showed promising results. The
study developed a robust emotion recognition algorithm for 5
classes of emotion based on open-source data sets with 79.14%
accuracy using probabilistic models. Compared to the literature,
we have promising scores in terms of accuracy with the public
data set [11]. A GMM-based speech emotion classification
algorithm is used with 3 public adult speech corpora.

Developing a more accurate model requires addressing the
problem of biased samples; currently, all the voice samples are
collected from youth in mental health services with known
mental health diagnoses. The average score of ACE for this
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sample population (N=420) is 5 out of 10; less than 13% of the
US population has an ACE score of 4 or higher [37].
Furthermore, some of the youths display regional Southern
American accents, African American Vernacular English, as
well as accents related to the fact that English is not their first
language. While this gives us the opportunity to build a unique
clinical data set from youth from low-income communities, a
skewed data set may decrease the accuracy of the algorithm to
detect and score the severity of negative emotions.

Limitations
The study presents several limitations. First, the quality and
variability of speech data, including background noise and
speech disorders, can affect the accuracy and reliability of
biomarkers. Second, the sample population may not be
representative to the greater US population, limiting the
generalizability of findings. Finally, legal and regulatory
considerations, including privacy rules and compliance with
regulations, must be reviewed based on the state and
jurisdictions, and may limit the use of the algorithm. The latter
must be considered to protect participants and ensure the lawful
use of data.

Implications and Future Work
In the United States, there are several bottlenecks in the current
system of mental health care that technology can address
immediately. First is a quick and accurate measurement of the
severity of the mental health problem, keeping in mind that all
planned interventions depend on the accuracy of symptom
severity. Technology, like voice and artificial intelligence, that
can make objective measurements of severity can be integrated
with limited disruption to the workflow. They can play a
significant role in triaging youth to the appropriate level of
services proactively and effectively. As we transition to a
knowledge-based economy and adjust to the digital industrial
revolution, the mental health system of care can no longer afford
to resist technology as one part of improving treatment outcomes
While automation is routinely adopted in other sectors of the
economy, the semimanual workflow of the current mental health
system of care accounts for inefficiency in care and provider
burnout. For example, mental health providers spend 40% of
their time documenting, equivalent to 2 days out of the 5-day
workweek that they cannot provide patient services.

Artificial intelligence, automation, and data analytics will be
an integral part of the future of mental health services. Adoption
of this technology will require the design of user-friendly
interfaces, such as the TQI app, that can help mitigate clinician
technophobia [38]. Because of the anticipated lack of qualified
providers, health care organizations and school systems need
to adopt innovation to address quality and cost. As a result, we
expect to see the prevalence of innovative technologies continue
to rise as payers and other stakeholders demand evidence-based
services and data demonstrating treatment outcomes. The shift
to value-based care is from payment based on service provided
to payment based on outcomes. The providers that will thrive
in this new service landscape must use technologies to improve
clinical accuracy, workflow productivity, and efficiency. This
will help service organizations not only to identify and track
high-risk children but also to improve treatment outcomes. A
significant percentage of patients in child protective services
and covered by Medicaid and other state expenditures come
from low-resourced communities. Such solutions will mitigate
the severe shortage of highly trained mental health providers
in these communities and address health outcome disparities.

The current student-to–school counselor ratio for most school
systems is 300 students to 1 counselor. Some schools have a
contractual agreement with virtual behavioral health providers
to lessen this burden for their staff. The technology could play
an influential role in integrating services and breaking down
silos. Collaboration between mental health care providers,
pediatric primary care, schools, and other stakeholders has been
shown to be effective in the early identification and treatment
of mental health conditions.

Conclusions
The integration of digital mental health innovations is crucial
in addressing the ongoing mental health crisis among children
and adolescents. Speech-based digital biomarkers that can be
collected via a user-friendly interface hold promise for
identifying emotional distress and functional impairments in
this population. The findings will contribute to the broader
digital health transformation and pave the way for proactive
and collaborative mental health care practices.

Acknowledgments
The research reported in this publication was supported by the National Science Foundation Phase I SBIR grant under award
number 1938206 and a grant from The Google Black Founders Fund. The content is solely the responsibility of the authors and
does not necessarily represent the official views of the National Science Foundation or Google. We are grateful for the support
of our pilot sites.

Data Availability
Data sharing is not applicable to this study as no data sets were generated or analyzed during this study. Preliminary work was
completed using a public data set, and the data set is cited in the manuscript.

JMIR Res Protoc 2023 | vol. 12 | e46970 | p. 7https://www.researchprotocols.org/2023/1/e46970
(page number not for citation purposes)

Alemu et alJMIR RESEARCH PROTOCOLS

XSL•FO
RenderX

http://www.w3.org/Style/XSL
http://www.renderx.com/


Conflicts of Interest
YA is the founder and CEO of TQIntelligence and the principal investigator for the NSF SBIR Phase I grant. The company,
TQIntelligence, has also been the recipient of an award from the Google Black Founders Fund that partially funded this research.
The company was also awarded a patent for this technology (serial No. 17/550,544) a year and a half after this study.

Multimedia Appendix 1
Peer review reports.
[PDF File (Adobe PDF File), 20 KB-Multimedia Appendix 1]

References

1. HHS releases new National Guidelines for improving youth mental health crisis care. Substance Abuse and Mental Health
Services Administration. URL: https://www.samhsa.gov/newsroom/press-announcements/20221110/
hhs-releases-new-national-guidelines-improving-youth-mental-health-crisis-care [accessed 2023-03-02]

2. Yard E, Radhakrishnan L, Ballesteros MF, Sheppard M, Gates A, Stein Z, et al. Emergency department visits for suspected
suicide attempts among persons aged 12-25 years before and during the Covid-19 pandemic - United States, January
2019-May 2021. MMWR Morb Mortal Wkly Rep 2021;70(24):888-894 [FREE Full text] [doi: 10.15585/mmwr.mm7024e1]
[Medline: 34138833]

3. Karaye IM. Differential trends in US suicide rates, 1999-2020: emerging racial and ethnic disparities. Prev Med
2022;159:107064 [doi: 10.1016/j.ypmed.2022.107064] [Medline: 35452714]

4. Racine N, McArthur BA, Cooke JE, Eirich R, Zhu J, Madigan S. Global prevalence of depressive and anxiety symptoms
in children and adolescents during COVID-19: a meta-analysis. JAMA Pediatr 2021;175(11):1142-1150 [FREE Full text]
[doi: 10.1001/jamapediatrics.2021.2482] [Medline: 34369987]

5. Kerker BD, Zhang J, Nadeem E, Stein REK, Hurlburt MS, Heneghan A, et al. Adverse childhood experiences and mental
health, chronic medical conditions, and development in young children. Acad Pediatr 2015;15(5):510-517 [FREE Full text]
[doi: 10.1016/j.acap.2015.05.005] [Medline: 26183001]

6. Finkelhor D, Shattuck A, Turner H, Hamby S. A revised inventory of adverse childhood experiences. Child Abuse Negl
2015;48:13-21 [doi: 10.1016/j.chiabu.2015.07.011] [Medline: 26259971]

7. Gilbert LK, Breiding MJ, Merrick MT, Thompson WW, Ford DC, Dhingra SS, et al. Childhood adversity and adult chronic
disease: an update from ten states and the district of Columbia, 2010. Am J Prev Med 2015;48(3):345-349 [doi:
10.1016/j.amepre.2014.09.006] [Medline: 25300735]

8. Preventing Adverse Childhood Experiences (ACEs) to improve U.S. health. Centers for Disease Control and Prevention.
2019. URL: https://www.cdc.gov/media/releases/2019/p1105-prevent-aces.html [accessed 2023-03-02]

9. Wies B, Landers C, Ienca M. Digital mental health for young people: a scoping review of ethical promises and challenges.
Front Digit Health 2021;3:697072 [FREE Full text] [doi: 10.3389/fdgth.2021.697072] [Medline: 34713173]

10. Cummins N, Scherer S, Krajewski J, Schnieder S, Epps J, Quatieri TF. A review of depression and suicide risk assessment
using speech analysis. Speech Commun 2015 Jul;71:10-49 [doi: 10.1016/j.specom.2015.03.004]

11. Scherer S, Pestian J, Morency LP. Investigating the speech characteristics of suicidal adolescents. 2013 Presented at: 2013
IEEE International Conference on Acoustics, Speech and Signal Processing; May 26-31, 2013; Vancouver, BC p. 709-713
[doi: 10.1109/ICASSP.2013.6637740]

12. Mota NB, Vasconcelos NAP, Lemos N, Pieretti AC, Kinouchi O, Cecchi GA, et al. Speech graphs provide a quantitative
measure of thought disorder in psychosis. PLoS One 2012;7(4):e34928 [FREE Full text] [doi: 10.1371/journal.pone.0034928]
[Medline: 22506057]

13. Zhang L, Duvvuri R, Chandra KKL, Nguyen T, Ghomi RH. Automated voice biomarkers for depression symptoms using
an online cross-sectional data collection initiative. Depress Anxiety 2020;37(7):657-669 [doi: 10.1002/da.23020] [Medline:
32383335]

14. Ozkanca Y, Öztürk MG, Ekmekci MN, Atkins DC, Demiroglu C, Ghomi RH. Depression screening from voice samples
of patients affected by Parkinson's disease. Digit Biomark 2019;3(2):72-82 [FREE Full text] [doi: 10.1159/000500354]
[Medline: 31872172]

15. Rizzo AA, Scherer S, De Vault D, Gratch J, Artstein R, Hartholt A, et al. Detection and computational analysis of
psychological signals using a virtual human interviewing agent. USC Institute of Creative Technologies. 2014. URL: https:/
/ict.usc.edu/pubs/Detection%20and%20Computational%20Analysis%20of%20Psychological%20Signals%20Using%
20a%20Virtual%20Human%20Interviewing%20Agent.pdf [accessed 2023-03-02]

16. Sezgin E, Huang Y, Ramtekkar U, Lin S. Readiness for voice assistants to support healthcare delivery during a health crisis
and pandemic. NPJ Digit Med 2020;3:122 [FREE Full text] [doi: 10.1038/s41746-020-00332-0] [Medline: 33015374]

17. Low DM, Bentley KH, Ghosh SS. Automated assessment of psychiatric disorders using speech: a systematic review.
Laryngoscope Investig Otolaryngol 2020;5(1):96-116 [FREE Full text] [doi: 10.1002/lio2.354] [Medline: 32128436]

18. Iyer R, Nedeljkovic M, Meyer D. Using voice biomarkers to classify suicide risk in adult telehealth callers: retrospective
observational study. JMIR Ment Health 2022;9(8):e39807 [FREE Full text] [doi: 10.2196/39807] [Medline: 35969444]

JMIR Res Protoc 2023 | vol. 12 | e46970 | p. 8https://www.researchprotocols.org/2023/1/e46970
(page number not for citation purposes)

Alemu et alJMIR RESEARCH PROTOCOLS

XSL•FO
RenderX

https://jmir.org/api/download?alt_name=resprot_v12i1e46970_app1.pdf&filename=7bbbefc951c296ce4d8749a9b094d074.pdf
https://jmir.org/api/download?alt_name=resprot_v12i1e46970_app1.pdf&filename=7bbbefc951c296ce4d8749a9b094d074.pdf
https://www.samhsa.gov/newsroom/press-announcements/20221110/hhs-releases-new-national-guidelines-improving-youth-mental-health-crisis-care
https://www.samhsa.gov/newsroom/press-announcements/20221110/hhs-releases-new-national-guidelines-improving-youth-mental-health-crisis-care
https://www.cdc.gov/mmwr/volumes/70/wr/mm7024e1.htm?s_cid=mm7024e1_w
http://dx.doi.org/10.15585/mmwr.mm7024e1
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=34138833&dopt=Abstract
http://dx.doi.org/10.1016/j.ypmed.2022.107064
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=35452714&dopt=Abstract
https://europepmc.org/abstract/MED/34369987
http://dx.doi.org/10.1001/jamapediatrics.2021.2482
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=34369987&dopt=Abstract
https://europepmc.org/abstract/MED/26183001
http://dx.doi.org/10.1016/j.acap.2015.05.005
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=26183001&dopt=Abstract
http://dx.doi.org/10.1016/j.chiabu.2015.07.011
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=26259971&dopt=Abstract
http://dx.doi.org/10.1016/j.amepre.2014.09.006
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=25300735&dopt=Abstract
https://www.cdc.gov/media/releases/2019/p1105-prevent-aces.html
https://europepmc.org/abstract/MED/34713173
http://dx.doi.org/10.3389/fdgth.2021.697072
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=34713173&dopt=Abstract
http://dx.doi.org/10.1016/j.specom.2015.03.004
http://dx.doi.org/10.1109/ICASSP.2013.6637740
https://dx.plos.org/10.1371/journal.pone.0034928
http://dx.doi.org/10.1371/journal.pone.0034928
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=22506057&dopt=Abstract
http://dx.doi.org/10.1002/da.23020
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=32383335&dopt=Abstract
https://karger.com/dib/article/3/2/72/99757/Depression-Screening-from-Voice-Samples-of
http://dx.doi.org/10.1159/000500354
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=31872172&dopt=Abstract
https://ict.usc.edu/pubs/Detection%20and%20Computational%20Analysis%20of%20Psychological%20Signals%20Using%20a%20Virtual%20Human%20Interviewing%20Agent.pdf
https://ict.usc.edu/pubs/Detection%20and%20Computational%20Analysis%20of%20Psychological%20Signals%20Using%20a%20Virtual%20Human%20Interviewing%20Agent.pdf
https://ict.usc.edu/pubs/Detection%20and%20Computational%20Analysis%20of%20Psychological%20Signals%20Using%20a%20Virtual%20Human%20Interviewing%20Agent.pdf
https://www.nature.com/articles/s41746-020-00332-0
http://dx.doi.org/10.1038/s41746-020-00332-0
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=33015374&dopt=Abstract
https://europepmc.org/abstract/MED/32128436
http://dx.doi.org/10.1002/lio2.354
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=32128436&dopt=Abstract
https://mental.jmir.org/2022/8/e39807/
http://dx.doi.org/10.2196/39807
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=35969444&dopt=Abstract
http://www.w3.org/Style/XSL
http://www.renderx.com/


19. Ververidis D, Kotropoulos C, Pitas I. Automatic emotional speech classification. 2004 Presented at: 2004 IEEE International
Conference on Acoustics, Speech, and Signal Processing; May 17-21, 2004; Montreal, QC p. I-593 [doi:
10.1109/ICASSP.2004.1326055]

20. Cowie R, Cornelius RR. Describing the emotional states that are expressed in speech. Speech Commun 2003 Apr;40(1-2):5-32
[doi: 10.1016/S0167-6393(02)00071-7]

21. Cowie R, Douglas-Cowie E. Automatic statistical analysis of the signal and prosodic signs of emotion in speech. In:
Proceeding of Fourth International Conference on Spoken Language Processing. 1996 Presented at: ICSLP '96; October
3-6, 1996; Philadelphia, PA p. 1989-1992 [doi: 10.1109/ICSLP.1996.608027]

22. Athay MM, Riemer M, Bickman L. The symptoms and functioning severity scale (SFSS): psychometric evaluation and
discrepancies among youth, caregiver, and clinician ratings over time. Adm Policy Ment Health 2012;39(1-2):13-29 [FREE
Full text] [doi: 10.1007/s10488-012-0403-2] [Medline: 22407556]

23. Abelin Å, Allwood J. Cross linguistic interpretation of emotional prosody. ISCA Tutorial and Research Workshop (ITRW)
on Speech and Emotion. 2000. URL: https://www.isca-speech.org/archive_open/speech_emotion/spem_110.html [accessed
2023-05-30]

24. Haykin S. Neural Networks: A Comprehensive Foundation. 2nd ed. Hoboken, NJ: Prentice Hall PTR; 1998.
25. Distler MG, Plant LD, Sokoloff G, Hawk AJ, Aneas I, Wuenschell GE, et al. Glyoxalase 1 increases anxiety by reducing

GABAA receptor agonist methylglyoxal. J Clin Invest 2012;122(6):2306-2315 [FREE Full text] [doi: 10.1172/JCI61319]
[Medline: 22585572]

26. Womack BD, Hansen JHL. Classification of speech under stress using target driven features. Speech Communication 1996
Nov;20(1-2):131-150 [doi: 10.1016/S0167-6393(96)00049-0]

27. TQ Intelligence. 2021. URL: https://www.tqintelligence.com/ [accessed 2023-03-02]
28. Riemer M, Athay MM, Bickman L, Breda C, Kelley SD, de Andrade ARV. The peabody treatment progress battery: history

and methods for developing a comprehensive measurement battery for youth mental health. Adm Policy Ment Health
2012;39(1-2):3-12 [FREE Full text] [doi: 10.1007/s10488-012-0404-1] [Medline: 22421933]

29. Wiseman J. py-webrtcvad: Python interface to the WebRTC Voice Activity Detector. Github. URL: https://github.com/
wiseman/py-webrtcvad [accessed 2023-03-02]

30. An S, Ling Z, Dai L. Emotional statistical parametric speech synthesis using LSTM-RNNs. In: 2017 Asia-Pacific Signal
and Information Processing Association Annual Summit and Conference. 2017 Presented at: APSIPA ASC; December
12-15, 2017; Kuala Lumpur, Malaysia p. 1613-1616 [doi: 10.1109/apsipa.2017.8282282]

31. Sturim D, Torres-Carrasquillo P, Quatieri TF, Malyska N, Mc Cree A. Automatic detection of depression in speech using
Gaussian mixture modeling with factor analysis. International Speech Communication Association. 2011. URL: https:/
/www.isca-speech.org/archive_v0/archive_papers/interspeech_2011/i11_2981.pdf [accessed 2023-03-02]

32. Xiao Z, Dellandrea E, Dou W, Chen L. Features extraction and selection for emotional speech classification. 2005 Presented
at: IEEE Conference on Advanced Video and Signal Based Surveillance, 2005; September 15-16, 2005; Como, Italy p.
411-416 [doi: 10.1109/avss.2005.1577304]

33. Huang CS, Wang HC. Bandwidth-adjusted LPC analysis for robust speech recognition. Pattern Recognit Lett
2003;24(9-10):1583-1587 [doi: 10.1016/S0167-8655(02)00397-5]

34. A S, Thomas A, Mathew D. Study of MFCC and IHC Feature Extraction Methods With Probabilistic Acoustic Models for
Speaker Biometric Applications. Procedia Computer Science 2018;143:267-276 [doi: 10.1016/j.procs.2018.10.395]

35. Furui S, Roberts WJJ. Maximum likelihood estimation of K-distribution parameters via the expectation-maximization
algorithm. IEEE Trans Signal Process 2000;48(12):3303-3306 [doi: 10.1109/78.886993]

36. Livingstone SR, Russo FA. The ryerson audio-visual database of emotional speech and song (RAVDESS): a dynamic,
multimodal set of facial and vocal expressions in North American English. PLoS One 2018;13(5):e0196391 [FREE Full
text] [doi: 10.1371/journal.pone.0196391] [Medline: 29768426]

37. About the CDC-Kaiser ACE Study. Centers for Disease Control and Prevention. 2022. URL: https://www.cdc.gov/
violenceprevention/aces/about.html [accessed 2023-03-02]

38. Sherrill AM, Wiese CW, Abdullah S, Arriaga RI. Overcoming clinician technophobia: what we learned from our mass
exposure to telehealth during the COVID-19 pandemic. J Technol Behav Sci 2022;7(4):547-553 [FREE Full text] [doi:
10.1007/s41347-022-00273-3] [Medline: 36034538]

Abbreviations
ACE: adverse childhood experiences
EM: expectation-maximization
GMM: Gaussian mixture model
LSTM: long short-term memory
ML: machine learning
PHQ-9: Patient Health Questionnaire 9
RNN: recurrent neural network

JMIR Res Protoc 2023 | vol. 12 | e46970 | p. 9https://www.researchprotocols.org/2023/1/e46970
(page number not for citation purposes)

Alemu et alJMIR RESEARCH PROTOCOLS

XSL•FO
RenderX

http://dx.doi.org/10.1109/ICASSP.2004.1326055
http://dx.doi.org/10.1016/S0167-6393(02)00071-7
http://dx.doi.org/10.1109/ICSLP.1996.608027
https://europepmc.org/abstract/MED/22407556
https://europepmc.org/abstract/MED/22407556
http://dx.doi.org/10.1007/s10488-012-0403-2
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=22407556&dopt=Abstract
https://www.isca-speech.org/archive_open/speech_emotion/spem_110.html
https://www.jci.org/articles/view/61319
http://dx.doi.org/10.1172/JCI61319
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=22585572&dopt=Abstract
http://dx.doi.org/10.1016/S0167-6393(96)00049-0
https://www.tqintelligence.com/
https://europepmc.org/abstract/MED/22421933
http://dx.doi.org/10.1007/s10488-012-0404-1
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=22421933&dopt=Abstract
https://github.com/wiseman/py-webrtcvad
https://github.com/wiseman/py-webrtcvad
http://dx.doi.org/10.1109/apsipa.2017.8282282
https://www.isca-speech.org/archive_v0/archive_papers/interspeech_2011/i11_2981.pdf
https://www.isca-speech.org/archive_v0/archive_papers/interspeech_2011/i11_2981.pdf
http://dx.doi.org/10.1109/avss.2005.1577304
http://dx.doi.org/10.1016/S0167-8655(02)00397-5
http://dx.doi.org/10.1016/j.procs.2018.10.395
http://dx.doi.org/10.1109/78.886993
https://journals.plos.org/plosone/article?id=10.1371/journal.pone.0196391
https://journals.plos.org/plosone/article?id=10.1371/journal.pone.0196391
http://dx.doi.org/10.1371/journal.pone.0196391
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=29768426&dopt=Abstract
https://www.cdc.gov/violenceprevention/aces/about.html
https://www.cdc.gov/violenceprevention/aces/about.html
https://europepmc.org/abstract/MED/36034538
http://dx.doi.org/10.1007/s41347-022-00273-3
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=36034538&dopt=Abstract
http://www.w3.org/Style/XSL
http://www.renderx.com/


SFSS: Symptom and Functioning Severity Scale
VAD: voice activity detection
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